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Multi-armed Bandits:
Sequential decision making

In each round t 𝜖 {1, .., N},

1. an agent selects an arm 𝐴𝑡 = 𝑖 𝜖 1, . . , 𝐾 according policy 𝜋

2. then receive a reward 𝑋𝐴𝑡,𝑇𝐴𝑡(𝑡)
sampled from unknown reward distribution 𝐹𝐴𝑡

3. update estimations over reward distributions based on historical observations
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Multi-armed Bandits 
Sequential decision making

in recommendation system

In each round t 𝜖 {1, .., N},

1. an agent selects an arm 𝐴𝑡 = 𝑖 𝜖 1, . . , 𝐾 according policy 𝜋

2. then receive a reward 𝑋𝐴𝑡,𝑇𝐴𝑡(𝑡)
sampled from unknown reward distribution 𝐹𝐴𝑡

3. update estimations over reward distributions based on historical observations

For a given user 

Recommender system Item (e.g. news) Recommendation strategy

CTR/click; non-click



Multi-Armed Bandits

Regret minimization: maximize the cumulative reward 

(i.e. minimize cumulative regret)

Best Arm Identification Fixed Budget:  
the number of round for exploration phase is fixed and known 

Fixed Confidence: 
the confidence level of quality of returned arms is fixed

to recommend best arm(s) 
at the end of exploration stage

Simple regret 𝑟𝑡 = 𝜇∗ − 𝜇𝐴𝑡

Cumulative regret 𝑅𝑇 = 
𝑡=1

𝑇

𝑟𝑡

𝜇∗ = max
𝑘∈ 1,…,𝐾

𝜇𝑘where
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How to allocate samples adaptively?

Exploration & Exploitation Balance



Applications: Vaccine testing

• Identify optimal strategies (highest mean/median reward) for allocation vaccines 

• Arm: vaccine allocation strategy 

• Reward: proportion of individuals that did not experience symptomatic infection

Zhang, M. ; Ong, C.S.. Quantile Bandits for Best Arms Identification. ICML2021. 7



Applications: Biological design 

With fixed budget, design Ribosome Binding Site (RBS) sequences

Optimize the protein expression level
Identify the DNA sequences with highest possible protein expression level

Arm: RBS sequence Reward: Normalized*

Protein Expression Level

TTTAAGAGTTATATATACAT 1.58

TTTAAGAATATGCTATACAT 1.42

TTTAAGACTCGGATATACAT 0.14

TTTAAGAGTTTTTTATACAT 2.88
* zero mean and unit variance normalization 𝑧 =

𝑥−𝜇

𝜎

Zhang, M., and Ong, C. S. Opportunities and Challenges in Designing Genomic Sequences. ICML Workshop on Computational Biology 2021.
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Applications: Recommendation System
• BAI: identify the most popular items (with potential high CTR) above some level of 

confidence using fewest possible samples/ with fixed budget

• Regret minimization: recommend items sequentially to users with the goal of
minimize cumulative regret

• Arm: item (e.g. news)

• Reward: click/ preference 

Nan Li,  Peng Hu,  Wenming Xiao,  Liangjie Zhang Exploration & Exploitation in Recommender System 2021 Slides
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Why Bandits in Recommendation System?

[1] Jiang R, Chiappa S, Lattimore T, György A, Kohli P. Degenerate Feedback Loops in Recommender Systems. Proceedings of the 2019 AAAI/ACM Conference on AI, Ethics, and Society. 
[2] Chen M, Wang Y, Xu C, et al. Values of User Exploration in Recommender Systems. In: Fifteenth ACM Conference on Recommender Systems. ACM; 2021
[3] Wu Q, Liu Y, Miao C, Zhao Y, Guan L, Tang H. Recent Advances in Diversified Recommendation. arXiv:190506589 [cs]. 2019

Exploration – Exploitation dilemma

• Learn more about the whole distribution
• reduce model uncertainty in regions of sparse user interaction/feedback

• Feedback loop debias [1]

• Might cost user experience in the short term, while the indirect benefit of better model quality arrives 
at a later time

• Discover new user interests [2]
• Diversity, novelty, and serendipity, …

• Good for long-term user experience: e.g. user stickness, conversion of casual users to core users,…

• Interactive methods for diversified recommendation [3]

• Cold start problem

• …….



MAB Regret minimization: maximize the cumulative reward 

(i.e. minimize cumulative regret)
Cumulative regret 𝑅𝑇 = 

𝑡=1

𝑇

𝑟𝑡
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lim
𝑇 →∞

𝑅𝑇
𝑇

= 0A good policy should have sublinear cumulative regret

Classical algorithms:

- Explore-Then-Commit (ETC): select each arm a fixed number of times and then exploit by committing to the
predicted best arm
- Epsilon-Greedy: select a random arm with probability 𝜖 and select the predicted best arm with probability 1 - 𝜖
- Upper Confidence Bound (UCB): select arm with highest UCB score

𝑈𝐶𝐵𝑡 𝑎 = Ƹ𝜇𝑡 𝑎 +
2 log 𝑡

𝑇𝑡(𝑎)

image source: UCL RL course lecture 9’s slides)

http://www0.cs.ucl.ac.uk/staff/d.silver/web/Teaching_files/XX.pdf
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Contextual Bandits - LinUCB

• MAB with contextual information

• Assumption: linear reward

• Estimate the coefficient by ridge regression

• With probability at least 1 - 𝛿,

• Policy: at trial t, select arm



Contextual Bandits - LinUCB

• MAB with contextual information

• Assumption: linear reward

• Estimate the coefficient by ridge regression

• With probability at least 1 - 𝛿,

• Policy: at trial t, select arm

Hybrid Linear Models



Off-policy evaluation

• Off-policy evaluation: use logged data to evaluate a
bandit algorithm 𝜋: ℋ × 𝜒 → 𝒜

• Interactive nature of the problem: ideally run
algorithm on live data!

• Unbiased simulator

Dataset: Yahoo! Today Module
4.7 million events in random bucket
Each user’s interaction event:

Random article chosen to serve the user
user/article information
Whether the user clicks on the article at the story position



Experiments

• Metric:

• CTR =
# click𝑠

# 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛𝑠
; Relative CTR =

𝐶𝑇𝑅 (𝑝𝑜𝑙𝑖𝑐𝑦)

𝐶𝑇𝑅 (𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑙𝑖𝑐𝑦)

• Randomly split all traffic into two buckets
• Learning bucket: a small fraction of traffic – various bandits algorithms are run

to learn/estimate articles CTRs

• Deployment bucket: greedily serves users using CTR estimates obtained from
the learning bucket.



Experiments

• Omniscient: computes each article’s empirical CTR from 
logged events, and then always chooses the article with 
highest empirical CTR when it is evaluated using the same 
logged events.

• (seg): all users are partitioned into five groups (a.k.a. user 
segments), in each of which a separate algorithm was run.

• Observations

• Features are useful

• UCB methods outperform epsilon-greedy

• linucb (hybrid) showed significant benefits when data 
size was small



WSDM2022



Hierarchical Contextual Bandits

- N items are clustered into 𝑘𝑙 subsets based on
similarity of item embeddings on level l

- Each node on Path(root -> 𝑛 𝐿 (𝑡))
receives the same rewards 𝑟𝜋(𝑡), then

are updated



Hierarchical Contextual Bandits

- N items are clustered into 𝑘𝑙 subsets based on
similarity of item embeddings on level l

- Each node on Path(root -> 𝑛 𝐿 (𝑡))
receives the same rewards 𝑟𝜋(𝑡), then

are updated

Potential problems:
- Error propagation: Once the policy makes 

a bad decision at a certain level, the rest 
selections are all sub-optimal.

- Users may be interested in more than one 
child node



Progressive Hierarchical Contextual Bandits

• Main idea: the policy continuously 
expands the (personalized)
receptive field from top to bottom 
according to the feedback obtained 
from historical exploration.

• Expansion conditions:
• # selections >=

• Average reward >



Off-policy evaluation

• Inverse Propensity Score (IPS) simulator: re-weigh the training samples by 
the propensity score to learn an unbiased simulator.

• Trained on the whole data

• Metric: cumulative rewards

• Score-computing per recommendation: 50

• randomly select 10000 users for testing and 1000 users for validation



Experiments

Round: one pass of all users receiving one recommended item



Experiment: Alleviate Closed-Loop Effects

• Pre-train exploitation models (Linear, GRU,
Transformer) by the historical logs of existing
users

• Deploy: recommend 200 items to each user
and collect feedback according to exploitation 
models and bandits models

• Evaluate the quality of impression logs
produced by the deployed models: train
matrix factorization model on collected data,
evaluate the model performance on 200 users
with diversified interests



Can we go deeper? – Deep CB

Bayesian

Bootstrapped

Frequentist 

BNN-based

Dropout-based [1]

Bayes-layers [5]

Bootstrapped sampling [5]

GIRO: with pseudo rewards [3]

NeuralUCB-related [2]

SAU [4]

RL based Policy gradient with 
entropy reg [6]
…

[1] Guo D, Ktena SI, Myana PK, et al. Deep Bayesian Bandits: Exploring in Online Personalized Recommendations. In: Fourteenth ACM Conference on Recommender Systems. ACM; 2020
[2] Zhou, Dongruo, Lihong Li, and Quanquan Gu. “Neural Contextual Bandits with UCB-Based Exploration.” ArXiv:1911.04462 [Cs, Stat], July 2, 2020. 
[3] Kveton, Branislav, Csaba Szepesvari, Sharan Vaswani, Zheng Wen, Mohammad Ghavamzadeh, and Tor Lattimore. “Garbage In, Reward Out: Bootstrapping Exploration in Multi-Armed Bandits.”  2019. 
[4] Zhu, Rong, and Mattia Rigotti. “Deep Bandits Show-Off: Simple and Efficient Exploration with Deep Networks,” 2021, 25.
[5] Riquelme, Carlos, George Tucker, and Jasper Snoek. “DEEP BAYESIAN BANDITS SHOWDOWN,” 2018, 27.
[6] Chen M, Wang Y, Xu C, et al. Values of User Exploration in Recommender Systems. In: Fifteenth ACM Conference on Recommender Systems. ACM; 2021
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[7] Gal, Yarin, and Zoubin Ghahramani. “Dropout as a Bayesian Approximation: Representing Model Uncertainty in Deep Learning.” International Conference on Machine Learning, 2016. 

neural network with arbitrary depth and non-linearities, with dropout 
applied before every weight layer, is mathematically equivalent to an 
approximation to the probabilistic deep Gaussian process [7]



Can we go deeper? – Deep CB
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Still an active and open research area!

Some interesting questions:

- How can we generate uncertainty (confidence interval) for DNN?

- How do we understand the deviation between predictions and true 

rewards wrt the uncertainty (i.e. concentration inequality)?

- How can we evaluate uncertainty empirically?

- Apply on recommendation system?

[1] Guo D, Ktena SI, Myana PK, et al. Deep Bayesian Bandits: Exploring in Online Personalized Recommendations. In: Fourteenth ACM Conference on Recommender Systems. ACM; 2020
[2] Zhou, Dongruo, Lihong Li, and Quanquan Gu. “Neural Contextual Bandits with UCB-Based Exploration.” ArXiv:1911.04462 [Cs, Stat], July 2, 2020. 
[3] Kveton, Branislav, Csaba Szepesvari, Sharan Vaswani, Zheng Wen, Mohammad Ghavamzadeh, and Tor Lattimore. “Garbage In, Reward Out: Bootstrapping Exploration in Multi-Armed Bandits.”  2019. 
[4] Zhu, Rong, and Mattia Rigotti. “Deep Bandits Show-Off: Simple and Efficient Exploration with Deep Networks,” 2021, 25.
[5] Riquelme, Carlos, George Tucker, and Jasper Snoek. “DEEP BAYESIAN BANDITS SHOWDOWN,” 2018, 27.
[6] Chen M, Wang Y, Xu C, et al. Values of User Exploration in Recommender Systems. In: Fifteenth ACM Conference on Recommender Systems. ACM; 2021
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(the next few slides are taken from the AAAI presentation)









Determinantal Point Processes for Diversity and Exploration

• Diversity is achieved by picking a subset of items to cover the maximum volume 
spanned by the items, measured by the log-determinant of the corresponding 
kernel matrix,

• penalizes colinearity, which is an indicator that the topics of one item are already 
covered by the other topics in the full set

same form as the confidence interval in LinUCB!





Experiments

three REN variants in the experiments: REN-G, REN-T, and REN-H, which use GRU4Rec, TCN, and HRNN as base models, respectively.



Ablation study 

SYN-S: synthetic large dataset (28 items)
SYN-L: synthetic large dataset (28*50 items)



Conclusion

• Background: What is bandits and categories

• Motivations and Applications

• Classical algorithms

• Bandits in recommendation system

Best Arm Identification

Regret minimisation  

Feedback loop debias

Discover new user interests 

diversified recommendation

Cold start problem

Explore-Then-Commit (ETC)

Epsilon-Greedy

Upper Confidence Bound (UCB)

Contextual bandits: LinUCB

What if arm space is large: HCB

Can we go deeper?

Context uncertainty: REN


